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Draft Australian Framework for Generative 

Artificial Intelligence in Schools 

https://www.industry.gov.au/publications/australias-artificial-intelligence-ethics-framework
https://www.education.gov.au/alice-springs-mparntwe-education-declaration
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Target audience 
The Framework is being developed for Australian education systems and schools, with each principle 

designed to guide the practice of schools and their staff. Additionally, the Framework will help guide 

teachers in instructing students how to use generative AI tools, with the principles of the Framework 

setting clear expectations for how students can utilise these tools in safe, responsible and ethical 

ways.  State and territory policymakers and AI developers may also use this framework to 

understand what best-practice implementation of generative AI tools in a school context can look 

like. 

Development of the Framework 
Education Ministers established a national Taskforce to develop this draft Framework for 

consultation.  

The fast-moving pace of technological development in generative AI necessitates a regular window 

for review. This Framework will be reviewed within 12 months of publication and every 12 months 

thereafter, or as needed.
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Where generative AI is used in schools, it is important students continue to have exposure to a 
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The use of generative AI is not always obvious to users. When generative AI is used in schools or any 

other education purpose, all users are provided with easy to understand information about the tool, 

including any risks, and why it is being used. 
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must comply with Australian anti-discrimination laws and protect students and other members of 

the school community from harm. 

4.3 Academic integrity 

When used in assessments, generative AI tools provide a fair and unbiased evaluation of students' 
performance, skills, and knowledge. 

This principle aims to ensure schools consider the impact generative AI tools can have on student 

assessments and take reasonable steps to preserve academic integrity.  

Generative AI can be used to support student learning and assessment. It can also be used by 

students to generate answers for exams and assignments. Consideration will need to be given to 

identifying and responding to inappropriate use of AI to generate content. Assessments may need to 

be modified to avoid or use generative AI tools, so that they continue to ensure outputs will be a fair 

and unbiased evaluation of students' performance, skills, and knowledge. 

4.4 Cultural and intellectual property 

When using generative AI tools, schools respect the cultural rights of various cultural groups; in 
particular, Indigenous Cultural and Intellectual Property (ICIP) rights. 

This principle aims to ensure generative AI is used in a way that protects the cultural and intellectual 

property rights of various groups.  

Cultural and intellectual property rights protect cultural heritage including ideas, materials, and 

traditional practices. While Australian intellectual property laws only protect some forms of cultural 

and intellectual property rights, the acknowledgement of these rights supports self-determination 

and cultural integrity and demonstrates respect. 

Schools can support increased awareness of the potential to infringe, inadvertently or otherwise, 

culture and intellectual property rights when using generative AI, and the importance of the 

respectful and lawful use of visual imagery, spoken or written ideas, and physical materials. 

4.5 Copyright 

When using generative AI tools, schools are aware of applicable copyright rights and obligations. 

This principle aims to ensure that schools are aware of copyright issues in relation to the use of 

generative AI tools.  
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5. Accountability 

Generative AI tools are used in ways that are open to challenge and retain 
human agency and accountability for decisions 

5.1 Human accountability 

Decisions remain in human control with clear human accountability. 

This principle aims to ensure that generative AI is always used under human supervision with clear 

accountability for its use and outputs. Where generative AI is used by students or with student data 

it is essential that there are appropriate safeguards. 

Decision-making processes should always involve human judgement and responsibility. Ensuring 

human accountability may include making users aware of their responsibilities 
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student and teacher wellbeing, teacher productivity, and even teacher retention. This data can 

support schools in choosing new products, updating or maintaining generative AI guidelines, and 

protecting students and teachers. 

5.4 Contestability 

Individuals (e.g., students, parents, staff) that are significantly impacted by a generative AI tool are 
able to challenge the use or outputs of the tool, and any decisions informed by the tool. 

This principle aims to uphold best practice in the use of generative AI by allowing humans to 

intervene when the products or outputs, including decisions, may be inaccurate or wrong. 

Generative AI can produce results or outputs that are inaccurate or wrong. Fairness, transparency 

and accountability in using generative AI cannot be achieved without ensuring that individuals have 

visibility and contestability. This includes developing appropriate processes to allow all members of 

the school community to contest the use and outputs of generative AI where possible. 

This is important even when generative AI systems are performing as expected.  

6. Privacy and security 

Students and others using generative AI tools have their privacy and data 
protected 

6.1 Privacy and data protection 

Generative AI tools are used to respect and uphold privacy and data rights and comply with 
Australian law. 

This principle aims to ensure that the use of generative AI aligns with public expectations about the 

importance of data privacy and the law. 

Some uses of generative AI have the potential to match data inputs with individuals, breaching data 

privacy. There are also concerns about the safety and storage of data inputs into generative AI tools.  

Ensuring understanding and compliance with Australian data privacy laws will minimise the risk of a 

data privacy breach, such as a student or schools data being compromised due to intentional or 

accidental misuse. 

6.2 Privacy disclosure 

Students, parents, and stakeholders are proactively informed about how data will be collected, 
used, and shared while using a generative AI tool. 

This principle aims to support the understanding of how data is used, collected and shared when 

engaging with generative AI in education systems and schools. This understanding is important to 

building confidence about the use of generative AI in schools, including in school administration.  
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When generative AI is used in education systems and schools, key stakeholders such as parents and 

students will need to be informed about how data is collected and the data protection safeguards in 

place. 

6.3 Protection of student inputs 

Generative AI tools are used in ways that protect inputs by or about students, such as inputs, for 
instance via typed prompts, uploaded multimedia, or other data, via best practice privacy-
preserving data sharing methods. 

This principle aims to the ensure that personal student information is protected via appropriate 

privacy process, such as restricting student inputs from being shared with others, or used to train 

the AI model. This is particularly important where student inputs might be used for analysis or other 

purposes outside of classroom use. 

There may be instances where teachers need access to identified data, for example where student 

input or outputs are being use as part of classroom collaboration, teaching or assessment. Education 

systems can 
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How to provide your feedback 

We invite your feedback on the draft Australian Framework for Artificial Intelligence in Schools.  

Consultation questions 
ü Will these core elements and principles help to guide Australian school systems, teachers 

and school administrators in using generative AI safely and in ways that support better 

education outcomes? 

ü What changes to the core elements and principles are needed to provide a clear 

framework that will support the safe and effective use of generative AI in schools? 

Submit your feedback 
Please provide your feedback by 16 August 2023 via the following survey link: 

https://forms.office.com/r/ERDE4fTNyb  

If you wish to provide additional feedback, please send an email to our mailbox: 

AISecretariat@det.nsw.edu.au  

 

https://forms.office.com/r/ERDE4fTNyb
mailto:AISecretariat@det.nsw.edu.au

